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Full counting statistics in disordered graphene at the Dirac point: From ballistics to diffusion
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The full counting statistics of the charge transport through an undoped graphene sheet in the presence of
smooth disorder is studied. At the Dirac point both in clean and diffusive limits, transport properties of a
graphene sample are described by the universal Dorokhov distribution of transmission probabilities. In the
crossover regime, deviations from universality occur which can be studied analytically both on ballistic and
diffusive sides. In the ballistic regime, we use a diagrammatic technique with matrix Green’s functions. For a
diffusive system, the sigma model is applied. Our results are in good agreement with recent numerical simu-

lations of electron transport in disordered graphene.
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I. INTRODUCTION

Electron transport in graphene remains a field of intense
experimental and theoretical activity.!> The hallmark of
graphene is the massless Dirac character of low-energy elec-
tron excitations. This gives rise to remarkable physical prop-
erties of this system distinguishing it from conventional two-
dimensional metals. The most remarkable effects arise when
the chemical potential is located in a close vicinity of the
neutrality (Dirac) point. In particular, a short-and-wide
sample (with width W much exceeding the length L) of clean
graphene exhibits at the Dirac point pseudodiffusive charge
transport® with “conductivity” 4e*/h and with counting sta-
tistics (characterizing fluctuations of current) equivalent to
that of a diffusive wire.*® In particular, the Fano factor (the
shot noise power divided by the current) takes the universal
value>’ F=1/3 that coincides with the well-known result for
a diffusive metallic wire.*3 This is at odds with usual clean
metallic systems, where the conductance (rather than con-
ductivity) is independent of L and the shot noise is absent
(F=0). The reason behind these remarkable peculiarities of
transport in clean graphene at the Dirac point is linearly van-
ishing density of states. This implies that the current is me-
diated by evanescent rather than propagating modes. The
above theoretical predictions have been confirmed in mea-
surements of conductance and noise in ballistic graphene
flakes.~!! Recent advances in preparation and transport stud-
ies of suspended graphene samples also indicate that the sys-
tem may be in the ballistic regime.!>!3

Effects of impurities on transport properties of graphene
are highly unusual as well. In contrast to conventional met-
als, ballistic graphene near the Dirac point conducts better
when potential impurities are added.'*"'® Quantum interfer-
ence in disordered graphene is also highly peculiar due to the
Dirac nature of the carriers. In particular, in the absence of
intervalley scattering, the minimal conductivity!” ~e?/h is
“topologically protected” from quantum localization.'® The
exact value of the conductivity of such a system at the Dirac
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point depends on the type of intravalley scattering (random
scalar or vector potential, or random mass, or their combina-
tion). For the case of random potential only (which is experi-
mentally realized by charged scatterers) the conductivity, in
fact, increases logarithmically with the length L, in view of
antilocalization.'+19-22

In our previous work,!® we have studied the evolution of
conductance of a short-and-wide graphene sample from the
ballistic to the diffusive regime. We have also shown that the
leading disorder-induced correction to the noise and full
counting statistics in the ballistic regime is completely gov-
erned by the renormalization of the conductance. This im-
plies, in particular, that the Fano factor 1/3 remains unaf-
fected to this order. Indeed, the experiments'®? give Fano
factor values in the vicinity of 1/3 at the Dirac point for
different system lengths L. One could thus ask whether de-
viations from this value should be expected at all.

In this work we present a detailed analysis of the shot
noise and the full counting statistics in samples with long-
range (no valley mixing) disorder. We show that to second
order in the disorder strength a correction to the universal
counting statistics of the ballistic graphene does arise. We
calculate this correction and demonstrate that it suppresses
the Fano factor below the value 1/3. For the case of random
scalar potential, we also analyze the opposite limit of large L
when the system is deep in the diffusive regime. Generaliz-
ing the analysis of weak-localization effects on the counting
statistics by Nazarov,?* we find that the Fano factor returns to
the value of 1/3 from below with increasing L. The approach
to 1/3 is, however, logarithmically slow. These results com-
pare well with recent numerical works?>?! and particularly
with the most detailed study by Tworzydlo et al.??

The structure of the paper is as follows. In the Sec. II, we
describe the general matrix Green’s function formalism and
its application to the problem of full counting statistics. The
model for graphene setup and disorder is introduced in Sec.
III. We proceed with applying matrix Green’s function
method to the calculation of the distribution of transmission
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probabilities of the clean graphene sample in Sec. IV. In Sec.
V we evaluate perturbative disorder corrections to the full
counting statistics in ballistic regime. Diffusive transport
through disordered graphene is considered in Sec. VI within
the sigma-model approach. The paper is concluded by Sec.
VII summarizing the main results. Technical details of the
calculation are presented in three appendices.

II. MATRIX GREEN’S FUNCTION FORMALISM

We begin with the general presentation of the matrix
Green’s function approach to the full counting statistics of a
quasi-one-dimensional system. This formalism was devel-
oped by Nazarov in Ref. 25.

Consider a quasi-one-dimensional sample attached to two
perfect metallic leads. Transport characteristics of the system
are encoded in the matrix of transmission amplitudes f¢,,,,
where the indices enumerate conducting channels (quantized
transverse modes) in the leads. Eigenvalues of the matrix 7'7
determine transmission probabilities of the system (we use
the “hat” notation for matrices in the space of channels). Our
main goal is to calculate the distribution of these transmis-
sion probabilities. The full counting statistics of the charge
transport is given by the moments of this distribution or,
equivalently, by the distribution itself. The first two moments
of the transferred charge provide the conductance (by Land-
auer formula) and the Fano factor

2 N2
. Tr(t't
A S P Ul :)
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(1)

The starting point of our consideration is the relation be-

tween the matrix of transmission probabilities and the
Green’s function of the system
L

tyn = INU,U,G (x,x"), (2)

mn

Here v, , are velocities in the mth and nth channels. The
Green’s function is taken in the mixed representation with
real-space coordinates in the longitudinal direction and chan-
nel indices in transverse direction. The positions x and x’
should be taken in the left and right leads, respectively, in
order to obtain the transmission matrix of the full system.
The conjugate matrix 7' is related to the retarded Green’s
function by a similar identity.

The Green’s functions are defined in the standard way as

(e— H + i0)GR(x,x") = 8(x — x)I (3)

with energy € and Hamiltonian H, the latter being an opera-
tor acting both on x and in the channel space.

With the help of Eq. (2) we can express all the moments
of transmission distribution in terms of the Green’s functions

Tr(FH)" = T G (x,x" ) GR(x' . x) ", (4)

where 0 is the velocity operator and x and x’ lie in the left
and right leads, respectively. For the first moment, n=1, the
above identity establishes an equivalence of the Landauer
and Kubo representations for conductance.

The complete statistics of the transmission eigenvalues
can be represented by the generating function
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n=1

Once this function is known, all the moments of transmission
distribution are easy to obtain by expanding the generating
function in series at z=0. An efficient method yielding the
whole generating function was proposed in Ref. 25. It
amounts to calculating the matrix Green’s function defined
by the following equation:

( e—H+i0

/_A
—Vz0 8(x — xg)

—\ebdx—xy) | . B
) G(x,x")=8(x—-x")1.
e-H-i0
(6)

The parameter z here corresponds to the source field mixing
retarded and advanced components of the matrix Green’s
function. The positions x; and xg, where the source field is
applied, lie within the left and right leads, respectively. We
will refer to this specific matrix structure as the retarded-
advanced (RA) space and denote such a matrices with the
“check” notation.

The main advantage of the matrix Green’s function de-
fined by Eq. (6) is the following concise expression for the
generating function of transmission probabilities:

o - ]
()= \E r 50 (X, xp) _\E r 00 (p,xp) |-

()

The validity of this equation can be directly checked by ex-
panding the Green’s function in powers of z with the help of
perturbation theory and comparing this expansion termwise
with Eq. (5). The equivalence of these two expansions is
provided by the identity Eq. (4).

Another and, probably, most intuitive representation of
the full counting statistics is given by the distribution func-
tion of transmission probabilities P(T). This function takes
its simplest form when expressed in terms of the parameter A
related to the transmission probability by T=1/cosh? \. In
terms of N\ the probability density is defined by the identity
P(T)dT=P(\)d\. The definition of the generating function,
Eq. (5), implies a trace involving all transmission probabili-
ties. With the distribution function of these probabilities we
can express F(z) by the integral

* P(N)d\

F)=| —H—.
@ o cosh’\ -z

(8)

The function F(z) has a branch cut discontinuity in the com-
plex z plane running from 1 to +o. The jump of the function
across the branch cut determines the distribution function
(see Ref. 16 for derivation)

sinh 2\

i

P(\) = [F(cosh \ +i0) — F(cosh A —i0)]. (9)
In other words, Eq. (8) solves the Riemann-Hilbert problem
defined by Eq. (9).

The generating function F(z) can be related to the “free
energy” of the system in the “external” source field. The free
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energy is defined in terms of the functional determinant

Q=TrinG, 7=22. (10)
Jz

The free energy can be calculated by standard diagrammatic

methods and hence provides a very convenient representa-

tion of the full counting statistics. It is also convenient to

parametrize the argument of the free energy by the angle ¢

according to z=sin?(/2).

Thus we have three equivalent representations of the full
counting statistics by the functions F(z), P(\), and Q(¢). In
this paper we calculate the transport characteristics of a dis-
ordered graphene sample in terms of its free energy ().
The two other functions can be found with the help of iden-
tities

2 90
Fl2)= ——— ’ ()
s ¢ ﬁ¢ »=2 arcsinyz
2 00
P(\)= —Re— : (12)
w a¢ d=m+2iN

The first of these relations directly follows from Eq. (10)
while the second one is the result of the substitution of Eq.
(11) into Eq. (9).

The two most experimentally relevant quantities con-
tained in the full counting statistics, namely, conductance and
Fano factor, Eq. (1), can be expressed in terms of any of the
functions introduced above. Then the following expressions
for the conductance and the Fano factor hold:

— 2_62@ (]3)
2
1 250ag

T3 3P0 | 4 (14)

We will apply the matrix Green’s function formalism out-
lined in this section to the problem of full counting statistics
of a disordered graphene sample. Our strategy is as follows.
First, we calculate the matrix Green’s function of a clean
rectangular graphene sample and obtain the full counting sta-
tistics with the help of Eq. (7). Then we introduce disorder in
the model perturbatively. Evaluation of the free energy by
diagrammatic methods yields disorder corrections to the full
counting statistics of a clean sample.

III. MODEL

We will adopt the single-valley model of graphene. More
specifically, we will consider scattering of electrons only
within a single valley and neglect intervalley scattering
events. Indeed, a number of experimental results show that in
many graphene samples the dominant disorder scatters elec-
trons within the same valley. First, this disorder model is
supported by the odd-integer quantization'!”-2® of the Hall
conductivity, o,,=(2n+1)2¢*/h, representing a direct
evidence?’ in favor of smooth disorder which does not mix
the valleys. The analysis of weak localization also corrobo-
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FIG. 1. (Color online) Schematic setup for two-terminal trans-
port measurements. Graphene sample of dimensions LX W is
placed between two parallel contacts. We assume W> L throughout
the paper.

rates the dominance of intravalley scattering.?® Furthermore,
the observation of the linear density dependence' of
graphene conductivity away from the Dirac point can be ex-
plained if one assumes that the relevant disorder is due to
charged impurities and/or ripples.'??°-32 Due to the long-
range character of these types of disorder, the intervalley
scattering amplitudes are strongly suppressed and will be
neglected in our treatment. Finally, apparent absence of lo-
calization at the Dirac point down to very low
temperatures'’-2633 points to some special symmetry of dis-
order. One realistic candidate model is the long-range ran-
domness which does not scatter between valleys.'83*

The single-valley massless Dirac Hamiltonian of electrons
in graphene has the form (see, e.g., Ref. 2)

H=voop+V(xy), Vixy)=o,V,(xy). (15)
Here o, (with ©=0,x,y,7) are Pauli matrices acting on the
electron pseudospin degree of freedom corresponding to the
sublattice structure of the honeycomb lattice, o={o,,0,}
and the Fermi velocity is vy=~10% c¢cm/s. The random part
V(x,y) is, in general, a 2 X2 matrix in the sublattice space.
Below we set i=1 and vy=1 for convenience.

We will calculate transport properties of a rectangular
graphene sample with the dimensions L X W. The contacts
are attached to the two sides of the width W separated by the
distance L. We fix the x axis in the direction of current, Fig.
1, with the contacts placed at x=0 and x=L. We assume W
> L, which allows us to neglect the boundary effects related
to the edges of the sample that are parallel to the x axis (at
y==W/2).

Following Ref. 5, metallic contacts are modeled as highly
doped graphene regions described by the same Hamiltonian
(15). In other words, we assume that the chemical potential
Er in the contacts is shifted far from the Dirac point. In
particular, Er> €, where € is the chemical potential inside
the graphene sample counted from the Dirac point. (All our
results are independent of the sign of energy, thus we assume
€>0 throughout the paper.) We also assume zero tempera-
ture, that is justified provided TL<<1.

With the boundary conditions specified above, we are able
to calculate explicitly the matrix Green’s function Eq. (6) for
a clean graphene sample [V(x,y)=0] at zero energy. This
calculation is outlined in Appendix A [see Eq. (A7)]. Using
this Green’s function, we will study disorder effects in the
framework of the diagrammatic technique for the free en-

ergy.
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FIG. 2. Lowest energy correction to the free energy of the
system.

IV. ELECTRON TRANSPORT IN CLEAN GRAPHENE

In this section we apply the matrix Green’s function for-
malism developed in Sec. II to the case of clean graphene.
These results will play the role of the zeroth approximation
for our perturbation theory.

The matrix Green’s function is derived in Appendix A.
The generating function for the full counting statistics is
given by Eq. (7). With the Green’s function Eq. (A7), we
obtain

.29)_ w {(0 ffx)v | }_EL
]—'0<sm 5 —SinéTr 0 0 G(0,0;0) = aLsnd
2

(16)

The corresponding dependence of the free energy on the
source field ¢ follows from integration of Eq. (11). This
yields a simple quadratic function

2
(=40 (17)

This remarkably simple result reveals the convenience of the
source field parametrization z=sin?*(¢/2). The clean sample
responds linearly to the external field ¢. The distribution of
transmission probabilities given by Eq. (12) is just a con-
stant, Po(\)=W/ 7L, in terms of \. This means the distribu-
tion acquires the Dorokhov form* characteristic for disor-
dered metallic wires

w1
Py(T) = ————. 18
o(T) YL LT (18)

Hence electron transport in clean graphene at the Dirac point
is often called pseudodiffusive.

Let us now calculate an energy correction to the pseudod-
iffusive transport regime. In the vicinity of the Dirac point
(we assume eL<<1), we can account for finite energy € by
means of perturbation theory. The linear term is absent due
to particle-hole symmetry of the Dirac point. The lowest
nonvanishing correction appears in the € order and is given
by the single diagram in Fig. 2,
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we (* -
Q.= Tf dde'J dy Tr G(x,x";y)G(x" . x;-y).
0 —00

(19)

This integral of the product of two Green’s functions is cal-
culated in Appendix B. The result takes the form

Qezﬁ@i{cosg[w(w+¢)+¢<w—¢)]},
mL . P Id 2 2 2T
SIHE

(20)

where ¢ is the digamma function.

As explained above, the free energy (), contains informa-
tion about the full counting statistics, i.e., all moments of the
transfered charge. In particular, from Egs. (13) and (14) we
obtain the following results for the conductance and Fano
factor:

2

G= :ihvzv[l +c(el)?], F= %[1 +cy(el)’],  (21)

_3503)  124{05)

(=" — =001, (22)
28((3) 4344(5) 45724(7
- 557(12)_ 75‘( ), Wf( )~ _0052. (23)

These expressions coincide with the results of Ref. 16 ob-
tained within an alternative (transfer-matrix) approach.

V. DISORDERED GRAPHENE: BALLISTIC LIMIT

Let us now include the random part V(x,y) of the Hamil-
tonian (15) into consideration. There are in total four differ-
ent types of disorder within the single-valley Dirac model:
V, is the random potential (charged impurities in the sub-
strate), V, and V, correspond to the random vector potential
(e.g., long-range corrugations), and V, is the random mass.
We will assume the standard Gaussian type of disorder char-
acterized by the correlation function

(V(OV,(t)) =28, w (| = v']). (24)

The functions w,(r) depend only on the relative distance r
and are strongly peaked near r=0. Thus we deal with isotro-
pic and nearly white-noise disorder. However, in order to
accurately treat ultraviolet divergencies arising in our calcu-
lation, we keep a small but finite disorder correlation length.
The results will be expressed in terms of four integral con-
stants characterizing the disorder strength

aﬂzjdrwﬂ(|r|). (25)

Within the specified Gaussian disorder model, perturba-
tive corrections to the free energy are given by the loop
diagrams. The first- and second-order corrections are shown
in Fig. 3. Dashed lines in these diagrams denote disorder
correlation functions Eq. (24).
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(a) (b) (c)

FIG. 3. Loop diagrams for the disorder corrections to the
ground-state energy (), (a) first-order, (b) and (c) second order.

A. First-order correction

The first-order correction to the free energy () is given
by the loop diagram containing two Green’s functions and
one impurity line, Fig. 3(a). The Green’s function at coinci-
dent points diverges. That is why we keep a finite correlation
length calculating the first-order diagram. Assuming the
separation between two vertices of the diagram is given by
the vector &, we obtain the expression

Q,- f 063w, (1)), (26)

QW =1 f dr Ti[,G(r,r + §)o,G(r+ 8r)].  (27)

Now we substitute the Green’s function from Eq. (A7) and
expand the correction to the free energy in powers of . For
the four possible disorder types, this yields

L 2
Qo W =1 +($—£+%¢>
a 2 - 5 26 I’
2L J, . TX 66 )
in"—
(28)
Q(x) ) ﬂ/ dx -1 (i + 5J2€__622)
a 2 -
L= J, Asi 2 X 12 &
L
(29)

In these expressions we encounter two types of divergent
terms: one with negative power of & and one with an integral
of sin~?(mx/L), which diverges at x=0 and x=L. These
terms, however, are free of the source parameter ¢ and hence
do not change any observables. The ¢-dependent terms are
finite and, after integrating over & in Eq. (26), yield the
simple result®

W?
Q. = const —a)——. 30
«=const+ (ap — a,) s (30)

It provides a linear (in a,) correction to the free energy of
the clean sample, Eq. (17), merely changing the overall pref-
actor (conductance) but preserving the quadratic dependence
on ¢ and hence the form of the Dorokhov distribution. Thus
the linear disorder correction does not destroy the pseudod-
iffusive character of transport in graphene at the Dirac point.

PHYSICAL REVIEW B 82, 085419 (2010)

B. Second-order corrections

Since the lowest disorder correction Eq. (30) preserves
the form of the Dorokhov distribution, we proceed with
higher order corrections. Our aim is to find a deviation from
the pseudodiffusive transport. The second-order correction to
the free energy is due to the diagrams in Figs. 3(b) and 3(c).
The diagram with parallel impurity lines [Fig. 3(b)] yields

O, = f dédd X w,(|8)w (|8, (31)

v

0 2 | drde T, Gle.x+ 90,6+ )

X a,G(r',r' + 8)o,Gr' + 8 .1)]. (32)

Using the Green’s function from Eq. (A7), we expand the
correction to the free energy in powers of é and &'. Then we
drop all ¢-independent terms and average with respect to the
directions of & and é’. The following four contributions to
the free energy are nonzero:

00 _ ) _ 00 __ o _ Y [* )
Q7 =059 =-Q0,Y =-Qf =—J dxdx’f dy
64L* ), Y
1 1
X ——+ ——+cc. |
o +x +iy) | mlx—x" +iy)
siff————  sin"————————
2L 2L
(33)

After integrating with respect to x and x’ the above expres-
sion vanishes. Thus we conclude that the diagram in Fig.
3(b) gives no contribution to the free energy,

Qb=0' (34)

Let us now consider the diagram in Fig. 3(c) with crossed
impurity lines. This diagram contains no Green’s functions at
coincident points and hence does not require regularization.
We can replace disorder correlation functions w,, by equiva-
lent delta functions and obtain

Q.= a,a,0", (35)

v

Q) = 2 f drdr' Ti{o,G(r,x)o,Gr' . (36)

With the Green’s function Eq. (A7) we find the following
contribution to the sum in Eq. (35):

W (* ” 2
QEO 0 — QEO ) = QL0 = J dxdx' j dy cosh%
0 —00

64L*
1 1 2
X ;. 2= s 2
Comlx+x" +1iy) Comlx—x"+1iy)
in—— sin——
2L 2L
(37)
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=W (* ” 2
Q&) = 00, < J dxdx' f dy coshﬂ
8L* J, — L
Cale+x"+iy) | wle—x"+iy) |72
sin

X | sin
2L 2L

. (38)

Two-dimensional integrals with respect to x and x' are
straightforward due to periodicity of the integrand. As a re-
sult, the free energy is expressed as a single y integral

o cosh(2¢y/L)[ 77'_)1‘
Q.= Zcoth | —
=812 ) a2y | (S0t @ 0|
—(ap+3a)(ap - az)] . (39)

This integral diverges at y=0. Expanding near this point, we
find that the integrand behaves as (L/|y|)*+2¢*L/|y|. The
most singular part is ¢ independent and hence unobservable.
Integral of the second term diverges logarithmically and mul-
tiplies ¢*. This gives a logarithmic correction to the conduc-
tance of the system preserving the pseudodiffusive form of
the transmission distribution. Let us cutoff the logarithmic
integral at some ultraviolet scale y=a that is the smallest
scale where the massless Dirac model with Gaussian white-
noise disorder applies, e.g., the scale of the disorder correla-
tion length or lattice spacing in graphene. The upper cutoff is
already embedded in the integrand of Eq. (39): the small y
expansion is valid for y=<L. Thus we can isolate the diver-
gent part of the integral Eq. (39) and the remaining (), cor-
rection, which has a nontrivial dependence on ¢.

2
0, =2 (g + @)"[2 In(L/a) + ()]

+(ap+3a,) (g — ) wy(h)} (40)

Since the logarithmic term in the free energy contains an
ultraviolet parameter a defined up to a model-dependent con-
stant, the functions w; »(¢) are fixed up to an arbitrary con-
stant. With this accuracy, we find

P ([ COSh? 2 24
w1(¢)=2L¢2f_wdy e (coshﬂ—l— izy )
sinh’| =2
= const — (/) — Y(— Pl ), (41)
1= i |y
- const + ﬂz%. (42)

The logarithmic correction in Eq. (40) can be included
into an effective L dependence of the disorder strength pa-
rameters «,, by renormalization group (RG) methods. The
model of two-dimensional massless Dirac fermions subject
to Gaussian disorder and its logarithmic renormalization ap-
peared in various contexts. In particular, disorder renormal-
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ization in graphene was considered in Refs. 16, 32, and 36.
One-loop RG equations for effective disorder couplings as
functions of a running scale A are

J
y lz‘"A = 2ap+ @) (g + o + @), (43a)
da, da,
- = 2apa,, 43b
dlnA gmmA % (430)
da
P lnzA =2(ap+ @) (- a.+ a, + ay). (43¢)

Parameters defined in Eq. (25) serve as initial conditions for
the RG equations at an ultraviolet scale a. Integrating Eq.
(43) up to the largest scale that is the system size L, we
obtain effective disorder couplings &@,=a,(L) and automati-
cally take into account all leading logarithmic contributions
like the one in Eq. (40). This allows us to replace the disor-
der parameters in the free energy by their renormalized val-
ues and drop the logarithm from Eq. (40). Collecting in this
way the contributions in Egs. (17), (30), and (40), we obtain
the final expression for the free energy up to the second order
in renormalized disorder parameters,

2
= m[l + C~1{0 - az + (&0 + az)2w1(¢)

+ (@ +3a,)(a - &z)wz(@]- (44)

Thus we have established a deviation from pseudodiffu-
sive transport regime ({2~ ¢?) in the second order in disor-
der strength.

C. Corrections to the distribution function

Let us now derive a correction to the Dorokhov distribu-
tion function of transmission probabilities. In the A represen-
tation, the distribution function is given by Eq. (12). Using
the result in Eq. (44), we obtain

w
PN =—[1+ay-a,+(a+a)p;(\)
L

+ (@ +3a)(a — a)p,(N)]. (45)

Similarly to w, ,, the functions p;,(\) are defined up to a
model-dependent constant. From Eqgs. (41) and (42) we ob-
tain

N 7 (46a)

J 20N
pl()\)=const—2Rea—{)\¢( )],

po(N\) = const + (46b)

2 sinh*(2\)

The functions p; and p, are shown in Fig. 4. (When the
only disorder is «, correction to the distribution function is
given by the sum p;+p, also shown in the figure.) The func-
tions p; and p, cannot be used for direct calculation of trans-
mission moments due to their divergence at A=0. This diver-
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FIG. 4. Functions p, and p, entering the disorder correction to
the distribution of transmission probabilities Eq. (45). In the case of
random scalar potential (e), the distribution is determined by the
sum p;+p, only.

gence signifies the breakdown of perturbative expansion in
small values of disorder couplings close to A=0 (that is T
=1). Comparing disorder correction with the distribution in
the clean sample, we conclude that the result in Eq. (45) is
valid provided A > a.

The deviation from pseudodiffusive transport regime can
be experimentally demonstrated as a correction to the Fano
factor F=1/3 characteristic to the diffusive systems. Diver-
gence of the functions p;, at A=0 prevents us from calcu-
lating transmission moments from the distribution function
Eq. (45). However, we can obtain transport characteristics
from the free energy Eq. (44) instead. With the help of Eq.
(14), we find the Fano factor up to quadratic terms in the
renormalized disorder strength,

F= % - 16$3)(&0+ @)+ %(&0 +3a)(a, - @)

1
~3- 0.194a; - 0.388G,&, — 7.212a:. (47)

Remarkably, any weak disorder, irrespective of its matrix
structure, suppresses the Fano factor. [Note that the energy
correction Eq. (21) is also negative.] The correction to the
Fano factor increases with increasing sample length L due to
renormalization Eq. (43). At some length [, referred to as the
mean free path, one of the renormalized disorder couplings
reach a value of order unity and the perturbative RG treat-
ment breaks down. This signifies the crossover from ballistic
to diffusive transport regime. Disorder correction to the Fano
factor becomes strong in this crossover region. To go beyond
the mean-free-path scale we resort to other methods designed
for diffusive systems.

VI. DISORDERED GRAPHENE: DIFFUSIVE LIMIT

When the system size exceeds the mean free path, the
sample exhibits diffusive electron transport. On a semiclas-
sical level, the system can be characterized by its conductiv-
ity per square in this limit. At the ballistics-diffusion cross-
over the conductivity of graphene is close to the quantum
value e?/h. This signifies strong interference corrections to
transport characteristics making semiclassical picture inad-
equate. These quantum effects lead to one of the four pos-
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sible scenarios depending on the symmetry of disorder.

(i) If the only disorder is random potential (ag), the sys-
tem possesses time inversion symmetry H=0,H' o, and falls
into symplectic symmetry class AIL37® Quantum correc-
tions to the conductivity are positive, leading to good metal-
lic properties (large dimensionless conductivity) at large
scales.

(ii) In the case of random vector potential e, ,, the only
symmetry of the problem is chirality, H=—o03Hao3, signifying
the chiral unitary symmetry class AIIl. Such disorder pro-
duces no corrections to the conductivity to all orders and can
be effectively gauged out at zero energy.'® From the point of
view of its transport properties, the system remains effec-
tively clean and ballistic at all scales.

(iii) If the only disorder is random mass («,), the Hamil-
tonian has a Bogolyubov-de Gennes symmetry H=o,H 0,
characteristic for the symmetry class D. Upon renormaliza-
tion Eq. (43) the disorder coupling gets smaller and the sys-
tem becomes effectively clean. This means the absence of
the mean-free-path scale and hence of the diffusive transport
regime.

(iv) In the generic case, when more than one disorder type
is present and all symmetries are broken, the symmetry class
is unitary (A) and transport properties are the same as at the
critical point of the quantum Hall transition.

We will concentrate on the first case (random potential)
when the system eventually acquires a large parameter—
dimensionless conductivity—and can be quantitatively de-
scribed by the proper effective field theory—sigma model of
the symplectic symmetry class. Our consideration in this part
of the paper is closely related to that of Ref. 24.

Derivation of the sigma model with the source fields z
from Eq. (6) is sketched in Appendix C. The symplectic
sigma model operates with the matrix field Q of the size
4N X 4N, where N is the number of replicas. Apart from
replica space, matrix Q has retarded-advanced (RA) and
particle-hole (PH) structures. The former is similar to the
matrix Green’s function while the latter is introduced in or-
der to account for time-reversal symmetry of the problem.
We will denote Pauli matrices in RA space by A, .. Two
constraints are imposed on Q, namely, Q’=1 and Q=0Q7.
This yields the target space Qe O(4N)/O(2N)X O(2N)
characteristic for symplectic class systems. The sigma-model
action is*

s[o]= 116 f dr Tr(VO)>. (48)

Here o is the dimensionless (in units e?/4) conductivity of
the two-dimensional disordered system. The source field is
incorporated into boundary conditions,

Q|x=0 = AZ’

The free energy of the system in the source field ¢ is ex-
pressed through the N— 0 limit of the sigma-model partition
function as

Oli==A, cos ¢+ A, sin ¢. (49)

Q= lim]%/<1 - f DQe‘S[Q]>. (50)

N—0
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FIG. 5. Cooperon correction to the free energy in the diffusive
limit.

In a good metallic sample with o> 1, the Q integral in
Eq. (50) can be evaluated within the saddle-point approxima-
tion. The action Eq. (48) is minimized by the following con-
figuration of the field Q:

Qy=U"'A.U, U=exp<iAy%>. (51)

Replacing the integral in Eq. (50) with the value of the inte-
grand at the saddle point, we obtain the semiclassical result
for the full counting statistics,

2
Q= lim S[Qo] W0'¢.

52
N—0 N 41, ( )

This yields the Dorokhov distribution of transmission prob-
abilities in diffusive two-dimensional system.* In order to
find corrections to this result, we take into account fluctua-
tions of the field Q near its saddle-point value Q. This is
equivalent to the calculation of a Cooperon loop, Fig. 5,
carried out in Ref. 24.

Small fluctuations of Q near the saddle point Q, are pa-
rametrized by the matrix B as (we write expressions involv-
ing B up to the second order)

0=U"'A (1 B Bz)U B ( 0 b) (53)
= A1+B+—|U, = .

‘ 2 -b" 0
This parametrization of Q automatically fulfils the conditions
0*=1 and Q=Q". The sigma-model action expanded up to
the second order in B takes the form

o 2
$101=510,)- = | ar Tr[wmz : E{AX,B}Z] .
(54

Curly braces denote anticommutator. Let us separate B into
the parts commuting and anticommuting with A,. These two
parts do not couple to each other in the quadratic action Eq.
(54) and only the former one couples to the source parameter
¢. Thus we can constraint the matrix B by requiring its com-
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mutativity with A,. In terms of b this yields b=—b" and the
action becomes

S[Q]:S[Q0]+§f dr Tr[VbeT L } (55)

This quadratic form is diagonalized in momentum represen-
tation. Component of momentum perpendicular to the leads
takes quantized values mn/L with positive integer n due to
geometrical restrictions [boundary conditions Eq. (49) fix b
=0 at the interfaces with metallic leads]. Momentum parallel
to the leads is continuous and unrestricted. For each value of
the momentum there are N(2N—1) independent matrix ele-
ments in b. Calculating the Gaussian integral in Eq. (50) we
obtain the free energy

E 111(77'2]1 +q*L* - ¢?)

56
Y =R - g (56)

In the result [Eq. (56)], the sum diverges at large n. The
situation is similar to what we have encountered in the bal-
listic regime. Expanding the sum in powers of ¢, we see that
the most divergent term is ¢ independent while the next term
multiplies ¢* and diverges logarithmically. This is nothing
but the weak antilocalization correction. It renormalizes the
conductivity but does not deform the full counting statistics.
Logarithmically divergent sum is cut at n~L/[, where [ is
the mean free path. At larger values of n the diffusive ap-
proximation (gradient expansion in the sigma model) breaks
down. In terms of renormalized conductivity, the free energy

reads
2
.
2mn

_ 1. L 1 L
o=0+—In—= —In—. (58)
m | m

0'¢2 m( =53
ZL[Z 21 = -

The bare value of conductivity, o, is of order one and hence
negligible in comparison with the large renormalizing loga-
rithm. The sum over 7 in Eq. (57) is convergent and provides
the deviation from semiclassical Dorokhov statistics of trans-
mission probabilities.

In fact, a more rigorous procedure is to perform first a
renormalization of the sigma model from the mean-free-path
scale [ to the scale ~L. Then the free energy can be calcu-
lated perturbatively. It turns out, however, that this yields a
result identical to the one obtained above within the pertur-
bative analysis at the scale /. Indeed, the RG equation
do/dIn A=1/ will lead exactly to the renormalization of
conductivity o+ &, see Eq. (58). The consequent evaluation
of the perturbative contribution to () yields Eq. (56) with o
replaced by & and the sum restricted to a finite (independent
of L) number of terms. In other words, the renormalization
shifts the logarithmical contribution to o from the second to
the first term in square brackets in Eq. (56).

085419-8



FULL COUNTING STATISTICS IN DISORDERED...

02 \
0.0

=02}

pd)

—0.4}

-0.6

FIG. 6. Correction to the distribution of transmission eigenval-
ues in the diffusive limit.

Let us derive the distribution function P(\) from the free
energy Eq. (57). Applying Eq. (12), we obtain the result in
the form

PO =15+ V], (59)
- T+ 20\ 1
P = ;g {Re Va?n? — (mr+ 2iN)? - ;} ‘ (60)

At small values of A, the sum in Eq. (60) is determined by
the term with n=1. In the opposite limit, the sum can be
estimated by the corresponding integral with the help of
Euler-Maclaurin formula. Thus we obtain the asymptotic ex-

pressions
[ 1
— A<
8T\

rN=1 (61)
——In\ N> 1.
v

The function p(\) is shown in Fig. 6. It is qualitatively simi-
lar to the numerical result of Ref. 20.

Deviation from the semiclassical transport can be demon-
strated by the correction to the Fano factor. With the help of
Eq. (14), we obtain

C1203) 1 0244

T3 2F 3 W

(62)

A similar correction to the Fano factor was found numeri-
cally in Ref. 22. We compare the numerical results with Eq.
(62) below.

In the case of weak scalar disorder (described by the cou-
pling a;), the system undergoes a continuous crossover from
ballistic to diffusive transport regime as the size L grows. In
both limiting cases, we encounter nearly Dorokhov distribu-
tion of transmission probabilities with small corrections, Eqs.
(47) and (62), on both sides of the crossover. In the ballistic
limit, we can formally introduce a dimensionless conductiv-
ity as o=(L/W)G/(e*/h). Then the corrections to the Fano
factor are expressed in terms of the conductivity
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no

FIG. 7. Fano factor as a function of conductivity. Solid lines
show ballistic and diffusive results in Eq. (63). Dashed line corre-
sponds to the asymptotic value F=1/3. Solid symbols are numeri-
cal results from Ref. 22, the size of rectangles corresponds to the
error estimate.

B (%(3)—%)(#0—1)2 mo—1<1
3|

o

o>1.

(63)

This Fano factor as a function of conductivity is shown in
Fig. 7 together with numerical results from Ref. 22. In the
numerical simulations, a single valley of graphene was mod-
eled using a finite-difference approach. By construction, dis-
order in Ref. 22 has the symmetry of scalar potential which
does not mix the valleys. It is this symmetry (class AIl)
which is considered in the present section. Our results per-
fectly agree with the numerics in the diffusive limit (see Fig.
7) in the range o= 3. On the ballistic side, the deviation is
due to the nonuniversality of the ballistic transport. Specifi-
cally, the function F(o) depends crucially on the microscopic
details of disorder. In the numerical analysis of Ref. 22, the
model with strong scatterers was used while in the present
paper we adopt the model of weak Gaussian white-noise dis-
order. For theoretical predictions on electron transport in the
presence of strong scatterers see Ref. 40.

An earlier numerical study of Ref. 20, based on the
transfer-matrix description of the Dirac problem, reported the
value of the Fano factor in the range 0.29-0.30 (for different
samples) with the conductivity, 7o, of the largest systems
varying from 6 to 10. This is consistent with our predictions
for the diffusive transport regime (see Fig. 7). The behavior
of F in the ballistic regime is different due to the reasons
described above (strong vs weak disorder). A nonmonoto-
nous dependence F(o) at the Dirac point was also observed
in Ref. 21.

The Fano factor is 1/3 both in the clean and strongly
disordered limits. In the crossover from ballistics to diffu-
sion, the Fano factor strongly deviates from this universal
value signifying the breakdown of the (pseudo) diffusive de-
scription characterized by Dorokhov distribution of transmis-
sion probabilities.
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VII. SUMMARY

We have studied the full counting statistics of the charge
transport through an undoped graphene sheet in the presence
of weak and smooth (not mixing valleys) disorder. We have
identified deviations from the Dorokhov distribution of trans-
mission probabilities both in ballistic [Egs. (45) and (46)]
and diffusive [Egs. (59) and (60)] regimes. In the former
case, corrections are model dependent while in the latter case
only the symmetry of disorder matters. We have considered
Gaussian white-noise disorder in the ballistic regime and po-
tential disorder (symplectic symmetry class) in diffusive
limit. Deviation from (pseudo) diffusive transport always re-
sults in a negative correction to the Fano factor, F<<1/3. Our
results are in good agreement with recent numerical simula-
tions of electron transport in disordered graphene, see Fig. 7.
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APPENDIX A: MATRIX GREEN’S FUNCTION

The full counting statistics of the electron transport is
conveniently expressed in terms of the matrix Green’s
function® in the external counting field z=sin?*(¢/2), Eq.
(6). For the clean graphene sample attached to perfect metal-
lic leads, Fig. 1, this Green’s function satisfies the following
equation:

ux)—op+i0 - X\Eé‘(x) v ,
I . GO(r»r )
-oNz8x-L) u(x)—op-i0
0, 0<x<L,
x<0 or x>L"

(A1)

=r-1), ()=

+ o0,

Since the operator in the left-hand side of the above equation
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commutes with the y component of the momentum, we will
first calculate the Green’s function in the mixed coordinate-

momentum representation, ép(x,x’). Inside the sample this
function satisfies

[ia’xﬁix - a'yp} ép(x,x’) =06(x—-x"). (A2)

We will look for a general solution of this equation in the
form

M. x<x'
M. x>x'.
(A3)

va(x,x/) — ea'zp(x—L/Z)MeO'Zp(x’—L/Z)’ M= {

The chemical-potential profile together with the infinitesimal
terms *i0 in Eq. (A1) defines the boundary conditions for
the Green’s function. The counting field z can also be incor-
porated into the boundary conditions. In terms of M< we
thus obtain

.
(1 I Nz ivz

)e—UZpL/2M< - 0,
00 1 -1

( 1 -1 0 O)e,,z,,L/szO'
—ivz —iNz 11

Delta function in the right-hand side of Eq. (A2) yields a
jump of the Green’s function at x=x' which provides the
relation

(Ad)

M.-M_=-io,. (A5)

The matrices M <, and hence the Green’s function, are com-
pletely determined by Egs. (A4) and (A5),

sinh 2pL -
coshpL  z- Tp iNze Pk iVz
sinh 2pL - o
. 2+ ——(——— cosh pL iz iVze .
-1 2 io,
Ms= T . + == (A6)
2(cosh” pL —z) oL o sinh 2pL 2

ivze? iz —coshpL —-z- —
. T pL sinh 2pL
Nz iNze™ —-z+————  —coshpL

2
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Fourier transform in p yields the Green’s function in the full
coordinate representation. To facilitate further calculations,
we decompose this Green’s function into the following prod-
uct of matrices:

Golx.x'1y)
i coshﬂ sinhﬂ
1 U( ) 2L 2L
=—U(x
4L
sin hﬂ -1 coshﬂ
1 1

. 77- ( 12 . ) . 77- ( 12 . )
sin—(x+x" + sin—(x—x" +
oL x+x"+iy oL x—x"+1iy

X
1 1
o ) s (e’ - iy)
sm2Lx x' =iy sm2Lx X =1y )
X AU ("), (A7)
. p(L-x) H(L - x)
sin 0S
N <o’ o) i 2L 2L
o 1 RA’ Y= . .. ¢x
1 COS——— 1 SIn—_—
(A8)

Here we have used the source angle ¢ defined by z
=sin’(¢/2). The matrices U(x) and U~'(x") operate in the
retarded-advanced space only and hence commute with any
disorder operators placed between the Green’s functions. As

a result, factors U and U™ drop from expressions for any

closed diagrams. The matrices A in the above equation allow
us to decompose the Green’s function into a direct product of
the two operators acting in the RA space and in the sublattice
space.

APPENDIX B: ENERGY CORRECTION TO THE FULL
COUNTING STATISTICS

In this appendix we evaluate the diagram in Fig. 2 for the
lowest energy correction to {)(¢). Substituting Green’s func-
tion Eq. (A7) into Eq. (19) and performing rescaling of inte-
gration variables we obtain

WLe2 f f
dxdx' | dy cosh(gy)

1
X
{ cosh(my) — cos m(x +x")

1
- . Bl
cosh(ary) — cos W(x—x’)] (B1)
The first (second) term in square brackets depends only on
sum (difference) of x and x’. This allows us to integrate over
the difference (sum) of these variables. After some shifts of
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variables the remaining integral takes the form

wLE (! o [ dy cosh(¢y)
Q.=—— | duusin— 3 >
2 Jo 2 J_.. cosh™(my) — sin“(7u/2)
wLe (! in( ¢u/2
=—— duu sinu/2) : (B2)
2 sin(¢/2) J, cos(7u/2)

The last expression is the result of y integration. It can be
performed, e.g., by closing the integration contour and sum-
ming up residues in the upper half plane of imaginary y. In
order to make this sum convergent, one has to add a weak-
damping factor by an infinitesimal imaginary shift of ¢.

We proceed with the last integral in Eq. (B2) by repre-
senting 1/cos(7u/2) as a Fourier series

2wLe o (! i,
= sin(¢/2)£ . du cos;%}) (= ) "cos[ mu(n + 1/2)].

(B3)

Convergence of this Fourier series should also be justified by
a proper damping factor. This does not change the final result
of the calculation hence we omit such extra factors for sim-
plicity. Performing the integration over u we obtain

2WLE 9
< sm(¢/2)If>COSEE[

7T(2n+ D+ ¢

1

" w(zn+1)-¢]' B4)
The sum over n diverges logarithmically. However, this di-
vergence is independent of ¢ and hence does not influence
any observable quantities, which are expressed as derivatives
of the free energy. We can easily get rid of the divergent part
by subtracting a similar sum over n with ¢=0. This yields
the final result

2WLE 0 <
<= 51n(¢/2)z9¢ SZ%

1 1 2
><|:7T(2n+ 1)+¢+ 77(2n+1)—¢)_ 17(2n+1)]
wer
X
sin—
2

X{cos?[z/x( W;;T(b) + z,/f( 7T2_7-r¢> +4 1In 2+Zy]}.

(B5)

Here ¢ is the digamma function and 7y is the Euler-
Mascheroni constant. The last expression yields Eq. (20) of
the main text (where we drop the unobservable constant).

APPENDIX C: DERIVATION OF THE SIGMA
MODEL

In order to carry out a parametrically controlled derivation
of the sigma model, it is convenient to consider a modified

085419-11



SCHUESSLER et al.

problem with n> 1 flavors of Dirac fermions. To perform the
disorder average of the free energy, we also introduce N
replicas. (Alternatively, one can use supersymmetry. As we
will treat the sigma model perturbatively, the two approaches
are fully equivalent.)

The derivation of the sigma model starts with the fermi-
onic action generating the matrix Green’s function Eq. (6).

-
op —\zo,

S[,$*]= f dr 25 ¢ ({i0A, -

a,b,a

X[AL8(x) + A_8(x — L)1} 8, = V(1)) &5 -

(€1

Here A.=(A,*iA,)/2 are matrices operating in RA space.
This action is the functional of two independent Grassmann
two-component (in o space) vector fields ¢ and ¢*. Lower
indices, a and b, refer to flavors while the upper index «
enumerates replicas. Overall, there are 4nN independent
Grassmann variables in the Lagrangian. The random matrix
V,, is symmetric, that insures the time-reversal symmetry of
the model. We assume Gaussian white-noise statistics for the
matrix V defined by the correlator

<Vab(r) Vcd(r’» = [5a65bd + 5ad5bc] 5([‘ r )

(€2)

Using the time-reversal symmetry, we rewrite the action in
terms of the single four-component field ¢ (and its charge-

conjugate version i, that is linearly related to )

_L( ¢
— ()'y(ﬁk

This introduces an additional PH structure of the fields. Pauli
matrices operating in PH space are denoted by 7., .. Bar
denotes the charge conjugation operation which has two im-
portant properties: ¢ ,=yni; and (Y14p)" =700 0,7,
The action takes the following form in terms of

— 1
), =iy o1 = $(¢T,i¢fay). (C3)

’/_
op - \z0,

S[y] = f dr 2 g ({i0A, -

a,b,a

X[p8x) + p_&lx = L)} 04, = V() . (C4)
In this expression we have introduced the notation p.
=(A,7,+iA)/2.

Now we are ready to average e over the Gaussian dis-
order distribution with the correlator Eq. (C2). This yields an
effective action with the quartic term. Using the above-
mentioned properties of charge conjugation, we recast the
action in the form

S[y]= f drlE YiliOA, - op - \za,
X[p,8(x) + p_(x — L) Ty~

20 S Ty e/fjwb}

a,b,a,B

(Cs5)
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Next, we decouple the quartic term introducing an auxiliary
8N X 8N matrix R by the Hubbard-Stratonovich transforma-
tion. This yields the action

S[R,y] = f [ Tr R2+ 2 Y(iyRag
a,a.,B

—{op+ 20 [p, &) + p_d0x— D)} 8,000 |.
(C6)

Parameter vy is an arbitrary number at this stage, its value
will be fixed later. Matrix R,z couples to the product

P wg@f . This allows us to impose the corresponding symme-
try constraint on the matrix R: R:(TyTXRTO'yTX. Finally, we
integrate out the fermionic fields and obtain the action oper-

ating with the matrix R only,

2

S[R] = '3Tr< 7R _
2 4oy

In{iyR — op - Vz0,

X[p;6(x) + p_olx - L)]}) : (C7)

The bold “Tr” symbol implies the full operator trace includ-
ing integration over space coordinates.

Derivation of the sigma model proceeds with the saddle-
point analysis of the action Eq. (C7) in the absence of the
source field z. We first look for a diagonal and spatially con-
stant matrix R minimizing the action. The saddle-point equa-
tion is identical to the self-consistent Born approximation
(SCBA) equation for the self-energy —iyR,

d
—iyR= 2'n'a0f #(WR —-op)l. (C8)

We fix vy to be the imaginary part of the SCBA self-energy,
y=Ae V% with A being ultraviolet energy cutoff (band-
width). Then the saddle-point configuration for the matrix R
is simply R=A,. This fixes the boundary conditions for the
matrix R at the contacts. Since the leads are very good metals
and fluctuations of R are strongly suppressed there, R= A for
x<0 and x> L.

The matrix R=A_ is not the only saddle point of the action
Eq. (C7). Other configurations minimizing the action can be
obtained by rotations R=T"'A_T with any matrix 7 which
commutes with op and preserves the constraint R
=0'y7'xRT0'yTx. Matrix 7, and hence R, is trivial in o space.
This allows us to reduce the dimension of R to 4N X4N
operating in A, 7, and replicas only. The saddle manifold
generated by matrices T is O(4N)/O(2N) X O(2N).

Let us now restore the source term in the action and es-
tablish boundary conditions for R. The matrix R has a jump
at the interfaces with the leads due to the delta functions in
the action Eq. (C7). However, we can eliminate these jumps
by a proper gauge transformation. Let us perform a rotation

R=ARA™" with an x-dependent matrix A. The action acquires
the following form in terms of R:
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P2

S[R] = gTr|: ZTIZO -

ln<iyﬁ— op+iocA”!
X % + i\f';[p+5(x) +p_8x-L)]A >:| . (C9)

The source field drops from this action if we choose A such
that the expression in curly braces vanishes. This yields

1 x<0
A= 1—i\e’§p+ 0<x<L
(l—i\s”zp_)(l—i\r’ngr) x>1L.

(C10)

Note that the matrix ﬁ defined with the help of the above
matrix A, fulfils the condition R= TXETTX. Since delta func-

tions disappear from the action, we can infer that R is con-
tinuous at the interfaces with the leads. In the left lead we

have R=R=A,. This is the left boundary condition for the
matrix R. The right boundary condition is fixed by the iden-
tities R=A"'RA and R=A, for x> L. This yields

R(@L) = (1-29A, +iz”A, +\z2-2)A,r. (C11)

We can further simplify this bulky expression by performing
a constant rotation R =B~'QB with the matrix
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b= TZZ__’ETX[(l -1+ A ) —i(1 -2 (1 - A )]
\J

(C12)

After such a rotation the action and boundary conditions be-
come

2
5101= 216 Z& _iiro-om) |, (©13)
2 2oy
000)=A, OL)=A,cosp+A,sinp. (Cl4)

Thus we have reduced the boundary conditions to the form
Eq. (49). The matrix B is chosen such that B’B=7,. Hence
the matrix Q obeys the symmetry constraint Q=0Q".

The last step of the sigma-model derivation is the gradient
expansion in Eq. (C13). This expansion is straightforward for
the real part of the action®

Re S[Q] = - ZTr In(i7Q — op)(— iyQ - op)
—_ ZTr n(p?+ 7 + yor V Q)

~ L Tr(VO).

Cl5
167 ( )

The Drude conductivity of the two-dimensional sample with
n flavors of massless Dirac fermions at the Dirac point is
(n/m)(e*/h). With the dimensionless conductivity o=n/r,
we finally obtain Eq. (48) supplemented by the boundary
conditions Eq. (49).
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